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1 Introduction 

1.1 ACKNOWLEDGEMENT 

The project team would like to thank Michael Olson and Radoslaw Kornicki from Danfoss for their 
support on this project. We would also like to thank Dr. Wang for advising our team.  

1.2 PROBLEM AND PROJECT STATEMENT 

As the agriculture and construction industries require autonomous solutions for increased safety 
and productivity, the need to sense objects in the equipment path increases. There are many 
solutions on the market today using cameras and LiDAR. These solutions have limitations in 
weather and low-light conditions. We were tasked with creating a system using RADAR to 
eliminate these limitations. RADAR is virtually immune to the effects of low light, complete 
darkness, rain, snow, and fog. 

Our project consists of two main components: the implementation of a RADAR system and the 
development of a deep learning model. The RADAR system will allow us to detect objects in many 
different conditions.The deep learning model will identify objects in the equipment’s path. This will 
trigger  a notification to the equipment operator of objects in the vehicle's path. In the future, we 
hope to implement a fully autonomous operation. 

1.3 OPERATIONAL ENVIRONMENT 

The operating environment for the system will be on agriculture and construction equipment. This 
will require the system to be able to withstand water and dust from the operating environment and 
the vibrations associated with operation. It will also need to be encased in something weatherproof, 
or in an area devoid of environmental effects to the system. 

1.4 INTENDED USERS AND USES 

The intended use is for certain agricultural vehicles and construction equipment that are a key area 
for our client. The long term use case is fully autonomous operation of machinery. It can also be 
used as an operator aid for safety. 

1.5 ASSUMPTIONS AND LIMITATIONS 

Assumptions: 

- The operating conditions for the equipment will be normal and not abusive. 
- The system will be mounted in an area that is protected from impact/environment.  
- The system-on-a-chip and RADAR will be able to operate in a rugged environment.  

Limitations: 

- The system will only operate up to 15 mph. This will cover a large range of agriculture and 
construction equipment. 

- The system will not be 100% immune to sensor blockage by dust and dirt.  
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1.6 EXPECTED END PRODUCT AND DELIVERABLES 

For this project, our deliverables are a whole system including a RADAR module working with a 
deep learning model, running on a system-on-a-chip. The delivery date is December 2018. This 
system will be used for a demo on a piece of construction or agriculture equipment for our client. 
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2. Specifications and Analysis 

2.1 PROPOSED DESIGN 

Since taking on this project we have examined many different solutions and even started testing 
some solutions. The main functional requirement for our system is that it uses a RADAR as the 
primary sensor. Our client proposed a few different RADAR systems to begin our search and 
testing. Our client provided three RADAR kits from Walabot for initial testing. 

We initially developed a block diagram as a concept of our system. This is shown below in Figure 1. 
At this stage in the design process we were still researching into RADAR technologies and deep 
learning languages.  

Figure 1 

 

We then began generating functional and non-functional requirements. These are located in our 
Project Plan on our team website. We also began narrowing down some of our options for deep 
learning languages. We ultimately decided on using Keras because of our team’s experience and its 
functional API. We also conducted testing on the Walabot kits that were provided by our client. 
We were able to use these kits for some very short range tests. We were able to use the Walabot 
SDK to map objects in a short range and look into walls to pick up wires and pipes. We also 
selected the system on a chip that we would use. We planned on using an NVIDIA Jetson TX2 due 
to its graphics card, output interferences, and support for Ubuntu. 

 

In our research into RADAR technologies and systems, we examined many different product 
offerings. We looked at RADAR chipsets from Texas Instruments, NXP, Infineon, and Omniradar. 
We also looked at full RADAR systems from Delphi, Ainstein, Continental, Uhnuder, Arbe 
Robotics, Ghostwave, Metawave, Oculli, Vayyar, Steradian Semiconductor, and Lunewave. We held 
teleconferences with representatives from several of these companies to gain insight into their 
products and if they would be the right fit for out application. After these discussions, we were able 
to determine that we needed to formulate our primary system plan and a backup plan depending 
on the capabilities of our RADAR. 

 

Our primary plan is to use a RADAR system for object detection and identification. We would train 
the deep learning model on the RADAR data by using a camera with a pre-trained model to identify 
objects and link them to the object in the RADAR data. This plan would hinge on our ability to get 
feature-rich data that would be suitable for testing and training. For this system we determined 
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that the Vayyar EVK was the most promising candidate RADAR system. You can see a block 
diagram of the system in Figure 2 below.  

  

Figure 2 

Our back-up plan was to use a RADAR system only for object detection and to use a camera for 
object identification. The RADAR system would provide the range, angle, and power of the received 
signal for the object and we would map that to the image from the camera. This plan has trade-offs 
with the camera being susceptible to decreased performance in low light conditions, dust, rain, and 
fog. The camera would also not be able to operate in the dark. For this plan, we decide the best 
candidate is the Delphi ESR 2.5 due to its range and CAN capabilities. A block diagram for this 
system is shown in Figure 3. 

Figure 3 
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The primary system has the advantages that the RADAR might be suitable for deep learning and 
would be compatible with our backup plan. The main risk with the primary system is that we do 
not fully understand the feasibility of using RADAR “images” with a deep learning model. The 
backup plan system has the advantages of increased range and a CAN interface. The risk associated 
with the it are related to the limitations of using a camera for identification of the objects in the 
machine's path. We prepared a proposal document for our client to review detailing the 
advantages, disadvantages, and risks of the two systems. After our client has decided which system 
meets their business needs we will continue research and design around that system.  

For development of our deep learning model, we began testing our plan to train a network with 
images labeled from a pre-trained network. We used a pre-trained Caffe network that was able to 
detect 20 classes of objects. We modified this script to work with a live feed from a webcam and to 
export the images with the bounding box coordinates in a text file. We used this as the training 
data for our Keras network. After training our network to classify one person, we used the model to 
identify one person in a webcam feed. This was a quick proof of concept test to verify the feasibility 
of using data from a pre-trained network to train our own network. You can see this process in 
Figure 4 below.  

Figure 4 
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You can also see a diagram of the Keras network we built in Figure 5 below. 

 

Figure 5 

Our next steps were to modify the pre-trained network to support multiple objects and classes in a 
scalable export. We modified a pre-trained neural network to capture images with the data and 
time in the image name and a text file per image that supports an infinite number of classes/objects 
per line. The next design challenge is for us to build a neural network that supports an input of an 
infinite number of classes/objects per line in the text file. We plan on using Keras’ functional API to 
help us accomplish that. 
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2.2 DESIGN ANALYSIS 

Our design focuses on two possible solutions to perform object localization on agricultural and construction 
vehicles.  The first solution is to perform localization and classification of objects using only a RADAR 
system, while the second solution is to perform localization with RADAR and classification with a camera 
system. 

 

Research to date indicates that Vayyar’s development kit may provide feature-rich data suitable for deep 
learning, though it may be cost prohibitive. Vayyar, compared to other suppliers, is an attractive option due 
to their API compatible with Ubuntu and Python, which makes it usable for deep learning with Keras. 
Because their RADAR system uses an array of antennas at 20 GHz (max frequency), it is possible to 
capture a relatively high resolution RADAR image with a range of 30m and an update frequency of 
approximately 6 Hz.  This does not satisfy our initial design constraints of 15 fps or 50m range.  However, 
given that the constraints were created with only the fastest agricultural vehicles in mind, we believe that 
the slower update rate and shorter range will be sufficient for vehicles such as skid steers, tractors, 
combines, graders, etc. 

 

Vayyar is also attractive compared to other suppliers due to their high resolution output.  Other suppliers, 
such as Omniradar, only utilize less antennas in their arrays, yielding data that is not feature-rich and is 
therefore unsuitable for deep learning.  Another supplier, Delphi, makes a system suitable for use with a 
camera for classification, but gives an output only in the form of a CAN message, making it unsuitable by 
itself for use with deep learning. 

 

Our second option is to use a camera system to perform classification with the RADAR performing 
localization.  For this proposed solution, we would utilize the Delphi system to determine where up to 64 
objects are up to 60m away at ±45°.  The CAN message would be sent to our NVIDIA TX2 development 
board and mapped to an RGB image, on which we would perform classification.  At $6175, the Delphi 
system is more affordable than the Vayyar kit. 

 

Because performing deep learning on RADAR data is relatively unexplored for object detection, it may be 
months until we determine if it is viable or not.  With the Vayyar kit, we are also able to perform object 
detection similar to the Delphi system, and integrate it with camera for classification as well. 

 

For our deep learning system, we will utilize the Keras Functional API to create a complex model capable 
of performing multi-object localization and classification.  Several methods exist to perform detection on 
RGB imagery, such as FRCNN, YOLO, and MobileNet-SSD.  The NVIDIA TX2, despite being an 
advanced embedded system with a GPU, is not as capable as a desktop computer with a graphics card, so 
we plan to create a relatively light-weight model similar to YOLO.  The key strength of YOLO is that it 
only passes the input image through a neural network once, rather than multiple networks for classification, 
bounding box regression, and confidence. The Keras Functional API supports multiple inputs and multiple 
outputs, making it suitable for our objective. 

 

Strengths of our proposed solution include resistance to inclement weather, utilization of two rapidly 
growing technologies (RADAR and deep learning), and versatility.  A system that can perform 
classification with RADAR alone would be a step above current camera systems because it may perform in 
the rain, fog, or dark.  RADAR and deep learning are two quickly growing fields, especially in the 
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automotive sector.  By applying these to the agricultural and construction industry, we may position 
Danfoss in a unique position ahead of its competitors.  Also, an object detection system can be used on a 
wide variety of vehicles, which is good because Danfoss serves a variety of target markets. 

 

Weaknesses of our proposed solution include cost and complexity.  Because many RADAR solutions 
suitable for our applications are actively being developed or suited for automotive manufacturers, a 
development kit is costly.  Danfoss is also low volume relative to automotive manufacturers, so RADAR 
may end up being cost prohibitive to them in the long term.  Complexity of the system is another factor that 
may make it difficult for us to collect a significant amount of training data for the neural network.  We 
expect to detect multiple classes of objects, so training data collection is crucial.  We may need to collect 
thousands of samples in order to train the model.  Evaluating our model requires retraining it each time we 
make a change, which could take multiple hours.  Due to the complex nature of this system, we will have to 
be thorough when collecting data and ensure that labeling is done properly, or else the time required to train 
and modify our system may add up.  
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3 Testing and Implementation 
For the deep learning with RADAR, our group will need to two types of tests. The first test will be 
for the collection of training data for the deep learning system. The second test will be for testing 
our final product on Danfoss’ test track. To test the data collection, we will implement an array of 
test data into Python. To ensure the data collection is what we think it is we will compare it with 
the test data in Keras. The test conducted at the test track will have our system mounted on the 
machinery Danfoss has available. This test will determine  if our combination of data collection and 
RADAR panned out. 

To test the collection of data, we will gather resources from the internet. These resources will 
consist of a variety of test data pertaining to our specific test field. The test data will 
need to be of the same type of data that our data collection is. The test data will serve as the way for 
us to know if the data collected is viable. We will compare the collected data with the test data on 
our python script created specifically for this task. As long as the data collection and the test data 
match on the python script, then we know our data is usable.  

Testing our final product will consist of many cases.  

The test cases are as follows: 

1. The size of the object 

For this test, we will ensure that our system is able to detect an array of different sized objects. This 
could range from a small cat to a wall or other machinery. As long as we our system gives an alert 
for these three tests, we will classify this test as being passed. 

2. The identity of the object 

For this test we, we will ensure that our system is able to detect what the object is by classifying it 
through our deep learning model. For this test we will see if our system is able to detect three 
objects, a human, an animal, and a boulder. If our system can identify these three items we will 
classify this test as passed. 

3. The distance the object is from the machinery 

Through the HDMI output to our user interface, we will test three cases. The cases will be 10, 25, 
and 50 meters from the system. For each case we will test the system against a human, animal, and 
a boulder. If each of the cases produce an accurate reading for distance on the user interface, we 
will classify this test as passed.  

4. The speed of the object relative to the speed of the machinery 

For this test we will have our machine traveling at 10 mph. The objects will placed 30 meters from 
the machine. We will test against a human moving at 2, 5, and 10 mph. The human will conduct 
four trials for each speed. The human will move perpendicular to the machine in both directions. 
The human will also move to and away from the machine. Using vector analysis, we will be able to 
determine if the human will be in the machines way at a distance of 15 meters away. For this test, 
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we are looking for an alert only if the human will be in the path of the machine when the human 
becomes 15 meters from the machine.  

5. Weather conditions 

The test track that Danfoss is going to let us utilize is limited to testing weather conditions solely 
based on what the weather is outside. We will try to conduct tests 1-4 on a sunny day, a rainy day, 
and a foggy day. If we get the same results for each weather condition, we will classify this test as 
passed. 

3.1 INTERFACE SPECIFICATIONS 

The group will use the Delphi ESR 2.5 or Vayyar EVK to gather RADAR data. The NVIDIA TX2 will 
perform computations on the gathered RADAR data. This RADAR data will be compared with data 
acquired from a camera during the training process. Although the specific RGB camera has not 
been finalized yet, it will most likely offer a standard and wide FOV. The gathered information will 
be passed through our high-level neural network, Keras. We will be coding in Python to control 
how our model operates since Python is the language that Keras runs on.  

3.2 HARDWARE AND SOFTWARE 

Either the Delphi ESR 2.5 or Vayyar EVK will be the RADAR unit used for objection detection. It 
will also gather the RADAR information to be interpreted. The interpretation will be done by the 
NVIDIA TX2 Module. The camera will be used to train the RADAR system. We will load the Keras 
deep learning program onto this chip so that the collected data may be analyzed in real time. The 
system will be designed to display information if an object is detected. Information includes angle, 
distance, and objection classification. 

3.3 FUNCTIONAL TESTING 
Functional testing will be done to see if the angle, distance, and objection classification 
information returned to us by the system is accurate to a certain degree. The farther and smaller 
the object is the lower the accuracy will be. Minimizing this error will be a key task in finalizing 
the project.  

3.4 NON-FUNCTIONAL TESTING 

The designed system must operate in the weather conditions provided by the client. Rainy, snowy, 
cold, and hot weather conditions should have minimal effect on the operation of the system. 
Protective casing will most likely be designed to prevent any environmental damage done to the 
system.  

The devices being used in the design have been certified to be not be temperature dependent. To 
be sure, temperature chambers can be used to increase the temperature of the devices to ensure 
that the system operates as expected. 

Lastly, the casing should be compact, robust, and appealing to the eye. Testing will be done to 
guarantee the casing is strong enough and also not an eye-sore. 
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3.5 PROCESS 

The training program was tested with a webcam attached to a laptop. The camera was pointed 
towards group members. The program was able to identify the objects as people. The other items in 
our system have not been tested at this point. 

3.6 RESULTS 

In our testing so far we have had positive results using a pre-trained network with a webcam to 
classify people and other objects. Our other testing has been limited so we do not have results to 
report on at this time.  
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4 Closing Material 

4.1 CONCLUSION 

In summary, our main goal is to have a system using RADAR which will be effective with farm 
equipment and will be functional in various weather conditions. Thus far, we have started to order 
parts and have began testing with a camera system and deep learning models. We hope to have our 
RADAR system finalized and working with the rest of our system in the next few weeks. We have 
two proposed ideas for our system and once we can begin testing the RADAR and secondary 
sensor, we will be able to finalize a solution. We have decided on our system-on-a-chip solution, 
having picked and ordered the NVIDIA Jetson TX2. This is the product which we will be using to 
run our neural network and analyze the data we collect from the RADAR and the secondary sensor.  

Using Keras and Tensorflow linked to data from an RGB camera and a RADAR, we can localize and 
classify objects in our path. Using this information, we can prevent accidents and will implement 
some sort of warning system. We will have our units exchange signals and information using a CAN 
Bus and HDMI output to a screen. This is the ideal solution to reach our goal because it is feasible 
and a tried-and-tested method, used by the autonomous vehicle industry.  
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