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1 Introduction

1.1 ACKNOWLEDGEMENT

The project team would like to thank Michael Olson and Radoslaw Kornicki from Danfoss for their
support on this project. We would also like to thank Dr. Wang for advising our team.

1.2 PROBLEM AND PROJECT STATEMENT

As the agriculture and construction industries require autonomous solutions for increased safety
and productivity, the need to sense objects in the equipment path increases. There are many
solutions on the market today using cameras and LiDAR. These solutions have limitations in
weather and low-light conditions. We were tasked with creating a system using radar to eliminate
these limitations. Radar is virtually immune to the effects of low light, complete darkness, rain,
snow, and fog.

Our project consists of two main components: the implementation of a radar system and the
development of a deep learning model. The radar system will allow us to detect objects in many
different conditions. The deep learning model will identify objects in the equipment’s path. This
will trigger a notification to the equipment operator of objects in the vehicle's path.

1.3 OPERATIONAL ENVIRONMENT

The operating environment for the system will be on agriculture and construction equipment. This
will require the system to be able to withstand water and dust from the operating environment and
the vibrations associated with operation. It will also need to be encased in something weatherproof,
or in an area devoid of environmental effects to the system.

1.4 INTENDED USERS AND USES

The intended use is for certain agricultural vehicles and construction equipment that are a key area
for our client. The primary user is the vehicle operator, who will use the system to have an
increased awareness of objects and dangers in the vehicle’s path.

1.5 ASSUMPTIONS AND LIMITATIONS

Assumptions:

- The operating conditions for the equipment will be normal and not abusive.

- The system will be mounted in an area that is protected from impact/environment.

- The system-on-a-chip and radar will be able to operate in a rugged environment.
Limitations:

- The system will only operate up to 15 mph. This will cover a large range of agriculture and
construction equipment.
- The system will not be 100% immune to sensor blockage by dust and dirt.
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1.6 EXPECTED END PRODUCT AND DELIVERABLES

For this project, our deliverables are a whole system including a radar module and camera
working with a deep learning model running on a SOC to perform object localization and
classification. The system will notify the vehicle operator via an LCD screen in the cab of
the objects’ positions and types. The delivery date is December 2018. This system will be
used for a demo on a piece of construction or agriculture equipment for our client.

Other deliverables include proposals regarding our radar and SOC selection, reports on
which deep learning platforms are most suited for use in mobile applications, and a final
report regarding the feasibility of implementing radar in construction and agricultural
applications. The delivery date of all reports is December 2018. The delivery date of
proposals to purchase the SOC and radar will be February 2018 and March 2018,
respectively.

An itemized list of our deliverables is included below:

1. NVIDIA Jetson TX2 with attached LCD screen (LCD screen not property of
Danfoss), camera, and Delphi ESR 2.5.

2. Trained deep learning model for object detection relevant to an
agricultural/construction vehicle.

3. Python script that utilizes attached components and deep learning model to
display object information on in-vehicle LCD screen.
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2. Specifications and Analysis

2.1 PROPOSED DESIGN

Since taking on this project we have examined many different solutions and even started testing
some solutions. The main functional requirement for our system is that it uses radar as the primary
sensor. Our client proposed a few different radar systems to begin our search and testing. Our
client provided three radar kits from Walabot for initial testing.

We initially developed a block diagram as a concept of our system. This is shown below in Figure 1.
At this stage in the design process we were still researching into radar technologies and deep

learning languages.

Figure1

We then began generating functional and non-functional requirements. These are located in our
Project Plan on our team website. We also began narrowing down some of our options for deep
learning languages. We ultimately decided on using Keras because of our team’s experience and its
functional API. We also conducted testing on the Walabot kits that were provided by our client.
We were able to use these kits for some very short range tests. We were able to use the Walabot
SDK to map objects in a short range and look into walls to pick up wires and pipes. We also
selected the system on a chip that we would use. We planned on using an NVIDIA Jetson TX2 due
to its graphics card, output interferences, and support for Ubuntu.

In our research into radar technologies and systems, we examined many different product
offerings. We looked at radar chipsets from Texas Instruments, NXP, Infineon, and Omniradar. We
also looked at full radar systems from Delphi, Ainstein, Continental, Uhnuder, Arbe Robotics,
Ghostwave, Metawave, Oculli, Vayyar, Steradian Semiconductor, and Lunewave. We held
teleconferences with representatives from several of these companies to gain insight into their
products and if they would be the right fit for our application. After these discussions, we were able
to determine that we needed to formulate our primary system plan and a backup plan depending
on the capabilities of our radar.

Our primary plan was to use a radar system for object detection and identification. We would train
the deep learning model on the radar data by using a camera with a pre-trained model to identify
objects and link them to the object in the radar data. This plan would hinge on our ability to get
feature-rich data that would be suitable for testing and training. For this system we determined
that the Vayyar EVK was the most promising candidate radar system. You can see a block diagram
of the system in Figure 2 below.
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Figure 2

Our back-up (and chosen) plan was to use a radar system only for object detection and to use a
camera for object identification. The radar system would provide the range, angle, and power of the
received signal for the object and we would map that to the image from the camera. This plan has
trade-offs with the camera being susceptible to decreased performance in low light conditions,
dust, rain, and fog. The camera would also not be able to operate in the dark. For this plan, we
decide the best candidate is the Delphi ESR 2.5 due to its range and CAN capabilities. A block

Camera (for identification)
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diagram for this system is shown in Figure 3.
Figure 3
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The primary system has the advantages that the radar might be suitable for deep learning and
would be compatible with our backup plan. The main risk with the primary system is that we do
not fully understand the feasibility of using radar “images” with a deep learning model. The backup
plan system has the advantages of increased range and a CAN interface. The risks associated with it
are related to the limitations of using a camera for identification of the objects in the machine's
path. We prepared a proposal document for our client to review detailing the advantages,
disadvantages, and risks of the two systems. The client reviewed the document and decided the
Delphi ESR 2.5 better aligns with their goals after our project finishes, so the Delphi ESR 2.5 and
backup plan will be pursued for the remainder of the project.

For development of our deep learning model, we began testing our plan to train a network with
images labeled from a pre-trained network. We used a pre-trained Caffe network that was able to
detect 20 classes of objects. We modified this script to work with a live feed from a webcam and to
export the images with the bounding box coordinates in a text file. We used this as the training
data for our custom Keras network. After training our network to classify and localize one person,
we used the model to identify one person in a webcam feed. This was a quick proof of concept test
to verify the feasibility of using data from a pre-trained network to train our own network. You can
see this process in Figure 4 below.

Pre-trained
Caffe Model

Keras Model

Figure 4
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You can also see a diagram of the Keras network we built in Figure 5 below.
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Figure 5

Our next steps were to modify the pre-trained network to support multiple objects and classes in a
scalable export. We modified a pre-trained neural network to capture images with the data and
time in the image name and a text file per image that supports an infinite number of classes/objects
per line. The next design challenge is for us to build a neural network that supports an input of an
infinite number of classes/objects per line in the text file. We plan on using Keras’ functional API to
help us accomplish that. The output space will be a discrete set of possible locations an object can
be in the image, with a third dimension corresponding to object class.
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2.2 DESIGN ANALYSIS

Our design focuses on two possible solutions to perform object localization on agricultural and construction
vehicles. The first solution is to perform localization and classification of objects using only a radar
system, while the second solution is to perform localization with radar and classification with a camera
system. The second solution is the solution we will pursue for the remainder of the project due to a budget
decision from our client.

Research to date indicates that Vayyar’s development kit may provide feature-rich data suitable for deep
learning, though it was too cost prohibitive to pursue. Vayyar, compared to other suppliers, was an
attractive option due to their APl compatible with Ubuntu and Python, which makes it usable for deep
learning with Keras. Because their radar system uses an array of antennas at 20 GHz (max frequency), it is
possible to capture a relatively high resolution radar image with a range of 30m and an update frequency of
approximately 6 Hz. This does not satisfy our initial design constraints of 15 fps or 50m range. However,
given that the constraints were created with only the fastest agricultural vehicles in mind, we believe that
the slower update rate and shorter range would have been sufficient for vehicles such as skid steers,
tractors, combines, graders, etc.

Vayyar was also attractive compared to other suppliers due to their high resolution output. Other suppliers,
such as Omniradar, only utilize fewer antennas in their arrays, yielding data that is not feature-rich and is
therefore unsuitable for deep learning. Another supplier, Delphi, makes a system suitable for use with a
camera for classification, but gives an output only in the form of a CAN message, making it unsuitable by
itself for use with deep learning. However, because we can use a camera as a backup classifier, this is the
option we decided on.

Our second option is to use a camera system to perform classification with the radar performing
localization. For this proposed solution, we would utilize the Delphi system to determine where up to 64
objects are up to 60m away at +45°. The CAN message would be sent to our NVIDIA TX2 development
board and mapped to an RGB image, on which we would perform classification. At $6175, the Delphi
system is more affordable than the Vayyar Kit.

For our deep learning system, we will utilize the Keras Functional API to create a complex model capable
of performing multi-object localization and classification. Several methods exist to perform detection on
RGB imagery, such as FRCNN, YOLO, and MobileNet-SSD. The NVIDIA TX2, despite being an
advanced embedded system with a GPU, is not as capable as a desktop computer with a graphics card, so
we plan to create a relatively light-weight model similar to a Single Shot Detector. The key strength of an
SSD is its balance of accuracy and speed, as it only passes the input image through a neural network once,
rather than multiple networks for classification, bounding box regression, and confidence. The Keras
Functional API supports multiple inputs and multiple outputs, making it suitable for our objective.

Strengths of our proposed solution include resistance to inclement weather, utilization of two rapidly
growing technologies (radar and deep learning), and versatility. A system that can perform classification
with radar alone would be a step above current camera systems because it may perform in the rain, fog, or
dark. Radar and deep learning are two quickly growing fields, especially in the automotive sector. By
applying these to the agricultural and construction industry, we may position Danfoss in a unique position
ahead of its competitors. Also, an object detection system can be used on a wide variety of vehicles, which
is good because Danfoss serves a variety of target markets.

Weaknesses of our proposed solution include cost and complexity. Because many radar solutions suitable
for our applications are actively being developed or suited for automotive manufacturers, a development kit
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is costly. Danfoss is also low volume relative to automotive manufacturers, so radar may end up being cost
prohibitive to them in the long term. Complexity of the system is another factor that may make it difficult
for us to collect a significant amount of training data for the neural network. We expect to detect multiple
classes of objects, so training data collection is crucial. We may need to collect thousands of samples in
order to train the model. Evaluating our model requires retraining it each time we make a change, which
could take multiple hours. Due to the complex nature of this system, we will have to be thorough when
collecting data and ensure that labeling is done properly, or else the time required to train and modify our
system may add up.

SDDEC18-18
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3 Testing and Implementation

For the deep learning with radar, our group will need to two types of tests. The first test will be for
the collection of training data for the deep learning system. The second test will be for testing our
final product on Danfoss’ test track. To test the data collection, we will implement an array of test
data into Python. To ensure the data collection is what we think it is we will compare it with the
test data in Keras. The test conducted at the test track will have our system mounted on the
machinery Danfoss has available. This test will determine if our combination of data collection and
radar panned out.

To test the collection of data, we will gather resources from the internet. These resources will
consist of a variety of test data pertaining to our specific test field. The test data will

need to be of the same type of data that our data collection is. The test data will serve as the way for
us to know if the data collected is viable. We will compare the collected data with the test data on
our python script created specifically for this task. As long as the data collection and the test data
match on the python script, then we know our data is usable.

Testing our final product will consist of many cases.
The test cases are as follows:

1. Range Test
a. We will validate the range requirement with testing of objects at 5, 10, 15, 20, 25, 35,
45, 55, and 65 meters. We will conduct this test with the system stationary and
with the system moving on a machine at rated speed.

2. Speed Test
a. We will validate the max operating speed by testing the system moving at 2, 5, 10,
and 15 mph.

3. Angle Test
a. We will validate the field of view requirement by testing the system with objects at
different angles. We will test at 0°, 5° 10°, 15°, 20°, 25°, and 30° with relation to the
center line of the machine. We will conduct this test with objects at 5, 10, 15, 20, 25,
35, 45, 55, and 65 meters.

4. Processing Speed Test
a. We will validate the frame rate by recording data for a set period of time and
verifying that the number of frames corresponds to an average of 15 frames per
second.
5. Missed Detection and False Alarm Test
a. We will validate the probability of Missed Detection and False Alarm be verifying
that the number of objects detected in a certain time period corresponds to a
range of .7 times the real number of objects to 1.3 times the real number of objects.

3.1 INTERFACE SPECIFICATIONS

The group will use the Delphi ESR 2.5 to gather radar data. The NVIDIA TX2 will perform
computations on the gathered radar data. This radar data will be compared with data acquired
from a camera during the training process. Although the specific RGB camera has not been
finalized yet, it will most likely be a standard webcam, such as the Logitech Cgz0. The gathered

SDDEC18-18 11



information will be passed through our neural network, built with Keras. We will be coding in
Python to control how our model operates since Python is the language that Keras runs on.

3.2 HARDWARE AND SOFTWARE

The Delphi ESR 2.5 will be the radar unit used for object detection. The interpretation will be done
by the NVIDIA TX2 Module. The camera will be used to perform classification. We will load the
Keras deep learning program onto the SOC so that the collected data may be analyzed in real time.
The system will be designed to display information on an LCD screen if an object is detected.
Information includes angle, distance, and objection classification.

3.3 FUNCTIONAL TESTING

Functional testing will be done to see if the angle, distance, and object classification information
returned to us by the system is accurate to a certain degree. The farther and smaller the object is
the lower the accuracy will be. Minimizing this error will be a key task in finalizing the project.
Specifications for functional requirements are given in our Project Plan, found on our team’s
website.

3.4 NON-FUNCTIONAL TESTING

The designed system must operate in the weather conditions provided by the client. Rainy, snowy,
cold, and hot weather conditions should have minimal effect on the operation of the system.
Protective casing will most likely be designed to prevent any environmental damage done to the
system.

The devices being used in the design have been certified to be not be temperature dependent. To
be sure, temperature chambers can be used to increase the temperature of the devices to ensure
that the system operates as expected.

Lastly, the casing should be compact, robust, and appealing to the eye. Testing will be done to
guarantee the casing is strong enough and also not an eye-sore.

3.5 PROCESS

At the end of the first semester, we have only been able to conduct limited component level testing
of the final components we plan to use in our final system. We have been able to conduct
additional proof of concept testing on technologies we will likely not be using in our final system.

We have conducted limited testing on our SOC, the NVIDIA Jetson TXz. After we troubleshooted a
display driver issue with the Jetson TX2 we were able to test using OpenCV and a webcam with the
Jetson. We tested this by using a python test script to use the OpenCV API to display the output of
the webcam on an LCD screen.

We have not been able to conduct any component level testing on our final radar solution, the
Delphi ESR 2.5. We plan to conduct several bench and stationary tests of the radar once we have
finalized the wiring harness design for the radar. We will use these test to also test the processing
speed of our deep learning model. We hope to begin conducting these tests in September 2018.

We have also conducted proof of concept testing on using a pre-trained network to classify and
label objects. These labeled images were used to train our own custom network.
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3.6 RESULTS

In our testing of the Jetson TX2 we have had positive results using the OpenCV API. This confirms
an important part of our software system is functioning for our final system.

We have also had positive results using a pre-trained network with a webcam to classify people and
other objects. We were able to successfully label one object per image and use those images as the
input for our custom network. We will have to refine this method for further testing with multiple
objects and classes per image in the fall of 2018.

Our other testing of hardware and software has been limited in the first semester due to the many
factors. The majority of the semester was spent trying to source a radar module for our project. The
remaining portion of the semester was spent on working on a wiring harness design and sourcing
additional components.

We plan to have more test results early in the fall semester.
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4 Closing Material

4.1 CONCLUSION

In summary, our main goal is to have a system using radar which will be effective with farm

equipment and will be functional in various weather conditions. Thus far, we have started to order

parts and have begun testing with a camera system and deep learning models. We hope to have our

radar system finalized and working with the rest of our system in the next few weeks. We have two

proposed ideas for our system and once we can begin testing the radar and secondary sensor, we
will be able to finalize a solution. We have decided on our system-on-a-chip solution, having
picked and ordered the NVIDIA Jetson TXz. This is the product which we will be using to run our
neural network and analyze the data we collect from the radar and the secondary sensor.

Using Keras and Tensorflow linked to data from an RGB camera and a radar, we can localize and
classify objects in our path. Using this information, we can prevent accidents and will implement

some sort of warning system. We will have our units exchange signals and information using a CAN

Bus and HDMI output to a screen. This is the ideal solution to reach our goal because it is feasible

and a tried-and-tested method, used by the autonomous vehicle industry.
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4.3 APPENDICES

Delphi Electronically Scanning RADAR

Delphi has applied more than 20 years of radar experience to =

develop its award-winning electronically scanning radar (ESR). ‘F"o?," ':7';?; ;,:;::d -
Leveraging expertise gained from radar production that began in Update Rate: 50 mdliseconds
1999, Delphi brought ESR to market at a price that is helping make Range Rate: -100 to +25m/s
radar-based safety and convenience systems more affordable in the
automotive market.

Delphi's multimode ESR combines a wide field of view at mid-range
with long-range coverage to provide two measurement modes
simultaneously. While earlier forward looking radar systems used
multiple beam radars with mechanical scanning or several fixed,
overlapping beams to attain the view required for systems like
adaptive cruise control, Delphi's multimode ESR provides wide
coverage at mid range and high-resolution long-range coverage
using a single radar. Wide, mid-range coverage not only allows
vehicles cutting in from adjacent lanes to be detected but also
identifies vehicles and pedestrians across the width of the equipped
vehicle. Long-range coverage provides accurate range and speed
data with powerful object discrimination that can identify up to 64
targets in the vehicle's path.

Mid Range: 60 meters
FOV: +/-45 degrees

Update Rate: 50 milliseconds
Range Rate: -100 to +25m/s

Delphi's technologically advanced ESR uses proven solid state
technology plus class-leading performance, packaging and durability
to offer customers game-changing forward radar detection. The
quality of data provided by Delphi's system enables powerful
functionality including adaptive cruise control, forward collision
waming, brake support and headway alert.

» ESR enables the following features:

* Adaptive Cruise Control with Stop & Go
o Enhances driver convenience
* Forward Collision Waming
o Helps reduce the potential for an accident and injury
o Helps reduce the potential for property damage
« Brake Support
o Helps reduce the potential for an accident and injury
o Helps reduce the potential for property damage
* Headway Alert
o Provides distance information
Alerts driver when the preset time-gap to vehicle ahead is violated

=
: AUTONOMOU  TUSES

Tel. 309.291.0966 | www.AutonomouStuff.com | info@AutonomeuStuff.com
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Delphi Electronically Scanning RADAR

» The Delphi Advantage

¢ Multi-mode, multi-application capability
Simultaneous long- and mid-range functionality allows
one radar to be used for multiple safety systems
including adaptive cruise control, headway alert, collision
warning and mitigation and brake support
e Solid-state Technology
»  No moving parts
o Extremely reliable
. Class Ieadmg performance and durability
Resistant to vibration and extremely robust
5 Innovative design provides excellent multi-target
discrimination plus precise range, approach speed and
angle data
Dual-mode classification enhances object reliability
Simultaneous Transmit and Receive Pulse Doppler
(STAR PD) Waveform provides independent
measurements of range and range-rate and superior
detection of dustered stationary objects
* Compact packaging
Complete radar module, including electronics, measures

just 173.7 x 90.2 x 49.2 millimeters including mounting The radar module, including elect
features measures just 173.7 x 90.2 x 49.2 millimeters
Compact design makes it easier to locate the sensor on including mounting features.
the vehicle without compromising vehicle styling
* High value

»  Produced using processes proven in high-volume manufacture of engine control units
Proven manufacturing processes increase affordability for high-volume automotive segments where radar
systems have not previously been available

G
: AUTONOMOW TUES

Tel. 309.291.0966 | www.AutonomouStuff.com | info@ AutonomouStuff.com
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Jetmon TX2 System-on-Module
Pascal GPU + ARMyE + BGE LPDDR4 + 32GB eMMC + WLANEBT

NVIDIA.
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Masdmum Opsrating Frequescy per Cons

NWIDUA Darvar 2 2B0HE
ARM ConesA5T 200HE
HO Video & JPEG
Wideo Daodi] Numbar of Sirsams Suppssrad):
#2685 . g 10, wasin 8 [2x) 218060 | {4x) 2180030 | (Ts) 1080060 | {14x) $0B0RI0
T 160p60 | (2x) 2180p30 | (Xe) H0B0pED | (Tx) 1080p30
- [2x) 2160p60 | j4x) 2180p30 | (Tx) 10S0pE0 | [14x) H0B0RI0
Hid . Basalng, Main, Hgh JHBlpd | 2180p30 | 10800 | 1080p30
HI84 T MWD Elnnen (par view) [Zx) 2160560 | j4u) 2180p30 | (Ta) 10SORE0 | (14x) H0B0RI0
wPs ™. Peniia 0 B0t and 2 (10 and 12.5 F1B0pBU | (2] 2180p30 | (da) H0BORAD | (B} 1080pYA
WPE Al 21B0pB0 | (2x) 218030 | j4a) MOBOGED | {Bx) 1080p30
MPES 112 Main (4] 1080pB0 | (Ru) WOB0EAD
MPED4: BRAP (2] 1080pB0 | j4u) 1080630
WE SPAPAP
Wides Encode (Wumbar af Streams Supportad):
H.38E FHB0REG | [3x) 2180p30 | (41 B8R0 | (Be) H0BOPID
H.2684: Basslea, Main, High 2180pE0 | (Xa) 2160pI0 | {Ta) 106080 | |1-4s) 1080530
WEBM VP 2180p30 | (Xa) BOB0EAD | (Tx) 10B0RMY
WEEM VPl J180p30 | (1x) S0A0RAD | {x) 1080RND
JPEG (Decode & Encoda) A WP e
Audio §ubsystem
L?“-n-mmmmM|mlmumrwummw-mmm o this HOM inlerface |4 & 28 | DAIC | DSPK | 2 x| and O bassbind data chaneals |
Display Controller Subsystem
Support e D, HOMI. 0F and o0 | Twe mull-mode sDFDIMHOMI cupuls
Capfive Parel
KPLOS |1 S0bgafana) Wan Wassabation Suppo lor Bieghs ol of Diaal ol Bks | 26800: 9600 & B0HE
SO0 | 4 (HIED BA06RE) Wan Wassabation B2 N0 & BOkE
aternal Dimglay
DA 3 Dat e s Bessabation 0 00 e BT
0 4 2o (HIET 4 Gbps) e Messabation i (I 00 e BOHE
Imaging System
Dadcatad FAW 6 YLV proceiaing enging prociss up o 1 40eix's | MIPT 81 20 up o 2 M0Egs |pe lena) | Buppoit lor ol and £ comfliguialions (up 1o 1 sddans o § l-lena cameras)
Clocks

Systam ook 38,4 Ke4r | Seap clock: 33 768 KH | Dynamic olock scaling and dock sowos selacion

Boot Sources

rfgrral fdML arad UISE (recovery maosda |
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Jetson TX2 System-on-Module
Pascal GPU + ARMvE + 8GB LPDDR4 + 32GB eMMC + WLAN/BT

NVIDIA.

Description Jetson TX2 System-on-Module®
Security

‘Secure memory with video prolection region for profeciion of infermediate resulls | Configurable secure DRAM regions for code and data prolection | Handware acceleration for AES
1281192256 enaryplion and decryplion ko be used for secure bool and mullimedia Digital Rights Management {DRM) | Hardware scceleration for AES CMAL, SHA-1, SHA-258, SHA-
384, and SHA-512 algorithms | 2048-bil REA HW for PKC bool| HW Random number generalor (RNG) SPE00-80 | TrusiZone techrology support for DRAM, peripherals | SE/TSEC with
side channel counter-measures for AES | REA-3098 and ECC-512/521 supported via PEA

hmwjl"
128-bil DRAM inlerface | Secure External Memory Access Using TrustZone Technology | System ML
Memory Type 4ch x 32-bit LPDDOR4
[Masimum Memary Bus Frequency up io) 1BEEMHE
bemory Capacity BGB
Storage
eMMC 5.1 Flash Storage
Bus Width Bebat
Maximum Bus Frequency 200MHz (HS400)
Storage Capadty 2GB
Connectivity
WLAN
Radio type IEEE B02.11a/v'g/niac dual-band 2x2 MIMO
Manimum lranaler mls B8 TMbpa
Blustoalh
Version level 41
Maxirum lransler male IMAs
Metworking

V00000 BASE-T Ememet | IEEE 802 3u Media Access Controlles (MAC) | Embedded memary
Peripheral Interfaces

XHCI houl contralisr with inlegrated PHY [up o) 3 x USE 3.0, 3« USE 2.0 | USB 3.0 device conirclier with intsgrated PHY | S-lane PCle: tao 11 and one =l controllers | SATA (1 pant) |
SOVMMC controber [supporting eMMC 5.1, 5D 4.0, SDHOST 4,0 and SDI0 3.0) |5 % UART | 3xSPI1 | 8 xPC | 2 & CAN | 4 x 125: supgpost I'S, RUM. LJM, PCM, TDM {muli-siol mode ) |
GPIOs

Oparating Requirements *

Temrparaium Rangs «25C - BOC

Moxdute Pawer 75 (Max-C) /| 150 (MR
Povwer Inpul 5.5V = 10.8Y
Applications

Intalkgen| Videa Analybcs, Dranes. Robolics, industsial autcmation, Gaming, and mere,

*  Ralef io the soltware release fealure ksl for current sofware suppon.

& GPU Maximum Operaling Frequency: 1.3GH2 supponied in boosl mode
Product is based on a published Ehronos Specificalion and is expecled lo pass the Khronos Conlormance Precess. Cument confermance slatus can be fournd al
wan khranas. ongiconformancs,

CPU Masirmim Operating Freguency: 14 come = up to 20GHz: grealer than 4 core = up o 1.4GHz

For max supporbed number of inslances: bitsale nol bo exceed 15 Mbps per HD sieam (|.e., 1080930), overall efleciive bilrate |s less than o equal to 240 Mbps
Dependent an board kayeul Fefes 1o Inberlace Design Guide tor layoul guideines.

Reler io lhe Inlesface Design Guide and Parker Series 500 Technical Refersnce Maiual lo delemine which peripheral inerface opbons can be simullanecusly esposed

Rafer lo the Jetson TXT OEM Product Design Gude and Jelson TXI Tharmai Design Guide for evalualing product power and thesmal solulion requirements. See the software
documentation for nfarmation on changing the dedaull power mode (defaull: Max-F)

N
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